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Abstract
Numerical association rule mining offers a very efficient way of mining association rules, where algorithms can operate 
directly with categorical and numerical attributes. These methods are suitable for mining different transaction databases, 
where data are entered sequentially. However, little attention has been paid to the time series numerical association rule 
mining, which offers a new technique for extracting association rules from time series data. This paper presents a new algo-
rithmic method for time series numerical association rule mining and its application in smart agriculture. We offer a concept 
of a hardware environment for monitoring plant parameters and a novel data mining method with practical experiments. The 
practical experiments showed the method’s potential and opened the door for further extension.

Keywords  Association rule mining · Smart agriculture · Optimization · Evolutionary algorithms · Internet of things

1  Introduction

Global food consumption is now at the highest level that it 
has ever been in history. Population growth (up to 9 billions 
till 2050 according to the FAO prediction FAO, Rome, Italy 
2009) and severe climate changes increase the need for food. 
Until recently, this problem was solved by increasing the role 
of crop production using mechanization, improved genetics, 
and increased inputs (Colizzi et al. 2020). However, these 
increases have resulted mainly in the depletion of soil, water 

scarcity, widespread deforestation and high levels of green-
house gas emissions (FAO, Rome, Italy 2017; Bajželj et al. 
2014).

Despite the several negative reasons that impact the pro-
duction of food, farmers are nowadays looking for a new 
and sustainable way for increasing food production. Smart 
agriculture is a paradigm for overtaking today’s challenges 
to integrate two modern technologies, i.e., Information and 
Communication Technologies (ICT) (Sahitya et al. 2016), 
and the Internet of Things (IoT), in order to reorganize farm-
ing such that these disciplines and technologies could be 
involved in a smart way (Colizzi et al. 2020). In the smart 
farming/agriculture vision, the land is equipped with differ-
ent kinds of IoT sensors (Mohapatra and Rath 2022; Agrawal 
et al. 2020), capable of acquiring heterogeneous data. These 
data are transferred via sensor’s rural networks to the Inter-
net, where they are collected into complex databases, in 
which the knowledge necessary for analyzing the land char-
acteristics is hidden. The intelligent algorithms, based on 
Artificial Intelligence (AI) (Issad et al. 2019; Dabre et al. 
2018), are employed for analyzing mined data in order to 
make rational decisions for the observed situations (Mishra 
et al. 2021; Torres-Tello and Ko 2021; Fister Jr. et al. 2022). 
The decisions are transmitted either to the farmer’s system in 
the form of actions or to the farmers in the form of messages 
(Ouafiq et al. 2022).
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In this paper, we develop a hardware and software envi-
ronment focused on application for smart agriculture, where 
a Time Series Numerical Association Rule Mining (TS-
NARM) algorithm is proposed and applied to tackle different 
problems arising in smart agriculture. The data are acquired 
from IoT sensors, which measure different variables such as 
temperature, humidity, moisture, and light. On a time basis, 
these measurements are collected to time series frames that are 
mapped to features, with which the plant is monitored. Thus, 
each time series frame represents a transaction in a database. 
The transaction database serves as an origin for data analysis, 
in which time series data are identified and processed using 
TS-NARM. The algorithm mined a set of time base associa-
tion rules that are ready to be explained to users by using the 
Explainable AI (XAI) (Arrieta et al. 2020).

The purpose of the study is therefore twofold: (1) to 
develop the data collection and preprocessing method, and 
(2) to propose a TS-NARM based system to process the data 
and knowledge extraction. This paper is distinguished by the 
following main novel contributions:

•	 A lightweight method for data acquisition based on an 
ESP32 micro-controller is established, which includes 
several sensors for capturing significant data and envi-
ronmental variables.

•	 A comprehensive collected dataset has been obtained, 
which allows a further treatment of the data via AI tech-
niques.

•	 Stochastic nature-inspired algorithms for TS-NARM con-
struction are developed, while a comprehensive compara-
tive study is performed, in order to show their advantages 
and shortcomings.

The structure of the remainder of the paper is as follows: 
Sect. 2 is dedicated to explain the background information 
necessary to potential readers for understanding the topics 
that follow, including concepts on association rules mining 
and evolutionary algorithms. In Sect. 3, the experimental 
setup is illustrated, where the concept of the proposed smart 
agriculture is introduced, together with the laboratory setup 
of the hardware, as well as the developed algorithms for 
TS-NARM. The results of the experiments are the subject 
of Sect. 4. The paper concludes with a discussion in Sect. 5, 
which summarizes the performed work and outlines direc-
tions for the future.

2 � Background information

2.1 � Notations

This subsection illustrates a mathematical notation used 
in the paper that includes those symbols, numbers, and 

mathematical relations (Table 1), from which the mathemati-
cal equations and formulas are constructed as used in the 
remainder of the paper.

2.2 � Association rule mining

This section presents the formal definition of ARM briefly. 
Let us suppose a set of objects O = {o1,… , oM} , where M 
denotes the number of attributes, and transaction set D are 
given, where each transaction Tr is a subset of objects, in 
other words Tr ⊆ O . Then, an association rule can be defined 
as the implication:

where X ⊂ O , Y ⊂ O , in X ∩ Y = � . The following two 
measures are defined for evaluating the quality of the asso-
ciation rule (Agrawal et al. 1994):

where conf (X ⟹ Y) ≥ Cmin denotes the confidence and 
supp(X ⟹ Y) ≥ Smin the support of the association rule 
X ⟹ Y . Thus, N in Eq. (3) represents the number of trans-
actions in transaction database D and n(.) is the number of 
repetitions of a particular rule X ⟹ Y  within D. Here, 
Cmin denotes minimum confidence and Smin minimum sup-
port. This means that only those association rules with con-
fidence and support higher than Cmin and Smin are taken into 
consideration, respectively.

In order to control the quality of the mined association 
rules in more detail, two additional measures are defined, 

(1)X ⟹ Y ,

(2)conf (X ⟹ Y) =
n(X ∩ Y)

n(X)
,

(3)supp(X ⟹ Y) =
n(X ∩ Y)

N
,

Table 1   General notations

Symbol Description

O Set of objects
M Number of attributes
Tr ⊆ O Transaction
D Transaction database
N Number of transactions in D
X ⟹ Y Association rule
n(.) Number of transactions regarding relation.
S
min

Minimum support
S
max

Maximum support
C
min

Minimum confidence
C
max

Maximum confidence
Lbi Lower bound of the i-th numeric attribute
Ubi Upper bound of the i-th numeric attribute
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i.e., inclusion and amplitude. Inclusion is defined as the 
ratio between the number of attributes of the rule and all the 
attributes in the database (Hahsler and Hornik 2007):

where M is the total number of attributes in the transaction 
database. Amplitude measures the quality of a rule, prefer-
ring attributes with smaller intervals, in other words (Fis-
ter Jr. et al. 2021):

where Ubk and Lbk are the upper and lower bounds of the 
selected attribute, and max(ok) and min(ok) are the maxi-
mum and minimum feasible values of the attribute ok in the 
transaction database.

2.3 � Stochastic population‑based nature‑inspired 
algorithms

Stochastic population-based nature-inspired algorithms 
are a common name comprising two families of optimiza-
tion algorithms under the same umbrella, i.e., Evolution-
ary Algorithms (EAs) and Swarm Intelligence (SI) based 
algorithms. The characteristics of these are already hidden 
in their name. This means that they are stochastic in nature, 
due to employing a random generator by constructing new, 
potentially better solutions. In place of searching for a sin-
gle solution, they explore the knowledge hidden within the 
whole population of solutions. The final characteristic of the 
concept ‘nature-inspired’, refers to an inspiration taken from 
nature, on which their search process is founded (Del Ser 
et al. 2019; Tzanetos and Dounias 2021).

In our study, both kinds of algorithms are applied for 
solving the TS-NARM in smart agriculture. Therefore, the 
similarity and differences of both families are discussed in 
a nutshell in the remainder of the paper.

2.3.1 � Evolutionary algorithms

EAs are metaheuristic approaches based on the evolution 
of natural species (Del Ser et al. 2019). According to this 
theory, the fitter individuals have more chances to survive 
in unpleasant environmental conditions due to their better 
adaptation to them. Thus, the less fit ones are eliminated by 
the natural selection. Indeed, all individuals’ characteristics 
are written in their genes (i.e., genotype) that are inherited 
from generation to generation, while their traits (i.e., phe-
notype) are reflected from the genotype. The genetic mate-
rial is transferred to the next generations via a process of 
reproduction consisting of crossover and mutation (Eiben 

(4)incl(X ⟹ Y) =
|X| + |Y|

M
,

(5)ampl(X ⇒ Y) = 1 −
1

M

m∑
k=1

Ubk − Lbk

max(ok) −min(ok)
,

and Smith 2015). In this way, the crossover serves for mix-
ing the genetic material between parents, while the mutation 
takes care of the diversity of the material.

The evolutionary process has became an inspiration for 
developing the EAs. Similar to natural processes, EAs also 
consist of populations of individuals representing solutions 
of the problem to be solved. The natural population suf-
fers under conditions of a dynamical environment changing 
constantly over time. This environment is presented in EAs 
by the problem, to which optimal solutions are drawn nearer 
by exploring the problem’s search space. Thus, the offspring 
solutions undergo the effects of acting as the crossover and 
mutation operators. Finally, the quality of each individual is 
estimated using the evaluation function.

Algorithm 1 illustrates a pseudo-code of the common 
EAs. As can be seen from the pseudo-code,

Algorithm 1 Evolutionary algorithm
1: INITIALIZE population randomly
2: EVALUATE each individual
3: while TERMINA-

TION CONDITION not met do
4: SELECT PARENTS
5: CROSSOVER parents
6: MUTATE offspring
7: EVALUATE each offspring
8: SELECT SURVIVALS
9: end while

An evolutionary cycle starts with an initialization of a 
population of solutions, normally, represented as binary, 
integer, or real-valued vectors (line 1). After initialization, 
the evaluation of solutions is launched (line 2). Then, the 
while loop introduces the evolutionary cycle (lines 3–9). 
that is terminated with the termination condition. In each 
evolutionary cycle, the parent selection operator selects two 
parents, which contribute to mixing their genetic material 
with the crossover and mutation operators by creating new 
offspring (lines 5–6). Next, the quality of offspring is evalu-
ated with the fitness function (line 7). Finally, the survival 
selection operator determines those members of the current 
population that will transfer their genetic material to the next 
generations.

Moreover, the family of EA-based approaches is large, 
and consists of many different approaches (Del Ser et al. 
2019), among others:

•	 Genetic Algorithms (GA) (Goldberg 2013),
•	 Genetic Programming (GP) (Koza 1992),
•	 Evolution Strategies (ES) (Rechenberg 1973),
•	 Evolutionary Programming (EP) (Fogel et al. 1966),
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•	 Differential Evolution (DE) (Storn and Price 1997).

Although all the aforementioned algorithms follow the com-
mon principle of EAs as illustrated in Algorithm 1, they differ 
between each other regarding the representation of individuals. 
For instance, the individuals in GAs are represented as binary 
strings, while, in the GP, as programs in the Lisp programming 
language. The final state automata form a population of solu-
tions in EP, while the real-valued vectors appear in the role of 
population members in ES and DE.

2.3.2 � Swarm intelligence‑based algorithms

The inspiration for SI-based algorithms has also been drawn 
from nature, precisely, from collective behavior in biological 
systems (Blum and Merkle 2008). For, instance, some kinds 
of insects (e.g., honeybees and ants) and animals (e.g., fishes 
and birds) live in a society, e.g., honeybee’s hives, ant colo-
nies, schools of fish, and flocks of birds. Thus, they expose the 
swarm intelligence in the following sense: Although the par-
ticles (also agents) of swarms are capable of performing only 
simple tasks, they can deal with complex problems together 
as a group. In line with this, decision-making in a swarm is 
decentralized, while the particles are capable of self-organi-
zation. They interact between each other using some kind of 
communication that can be either direct or indirect (Fister et al. 
2015). In the former case, information is transmitted without 
the intervention of the environment, while, in the latter case, 
individuals are not in direct contact, because the communica-
tion is conducted via environmental data.

Similarly as in EAs, the SI-based algorithms also operate 
with a population of solutions that is called a swarm of par-
ticles in the sense of SI. The particles represent solutions of 
the problem to be solved, and are, typically, defined as real-
valued vectors (Fister et al. 2022). During the optimization 
cycle, they move within the problem search space towards the 
better ones, and, in this way, discover new, potentially better 
solutions. Normally, the moves are described regarding the 
physical equations that mimic the moves of particles in natu-
ral biological systems. Also here, only the best particles are 
selected for the next generations, while the optimization cycle 
is terminated using a termination condition.

The pseudo-code of the SI-based algorithms is illustrated 
in the Algorithm 2 (Engelbrecht 2005), from which it can be 
seen that it differs from Algorithm 1 in line 4, where the move 
operator is applied in place of parent selection and variation 
operators as in EAs (lines 4–6).

Algorithm 2 Swarm intelligence
1: INITIALIZE population randomly
2: EVALUATE each particle
3: while TERMINATION CONDITION not met

do
4: MOVE towards better particle
5: EVALUATE each particle
6: SELECT SURVIVALS
7: end while

Until the end of the last decade, a flood of newly devel-
oped SI-based algorithms emerged that raised criticism in the 
nature-inspired community (Sörensen 2015) about the ques-
tion of how novel these algorithms were, and if they did not 
hide behind their famous metaphor taken from nature’s inspi-
ration. The critics slowed down the flood, and, nowadays, only 
the more valuable algorithms can find a way to the research 
community. Although the majority of the SI-based algorithms 
are represented with real-valued vectors (Fister et al. 2022) 
and, therefore, the classification to this criteria, as by EAs, is 
not possible, one of the first atteempts to classify them was 
proposed in (Fister Jr et al. 2013). Actually, this classification 
was based on their inspirations from nature.

2.4 � NiaPy framework

A NiaPy library (Vrbančič et al. 2018) is a framework of 
nature-inspired algorithms implemented in the Python pro-
gramming language. This package is distributed under the 
MIT licence, and enables potential developers to avoid the 
implementation of these algorithms, which can sometimes be 
a difficult, complex, and tedious task. The implementations 
of algorithms in the library are verified, while their codes 
comply with the last Python standards. Currently, the library 
consists of 29 original nature-inspired, 7 modified, and 6 other 
algorithms.

Together with the aforementioned algorithms, a lot of test 
problems are also appended into the library. This fact enables 
the users to compare various algorithms between each other 
easily, and helps them to decide which algorithm to apply for 
solving their practical problems. Due to its simplicity of use, 
this library has also become an unavoidable tool for comparing 
the different nature-inspired algorithms at various universities 
around the world.
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3 � Experimental environment

In this section, we present our experimental environment, 
that involved a hardware unit consisting of three sensors, 
which allowed us to acquire data, all software and hardware 
components used for data collection, and the data preproc-
essing techniques applied to them.

The concept of the smart agriculture in our study is illus-
trated in Fig. 1, from which it can be seen that different IoT 
sensors monitor the land characteristics. Via a rural network, 
they are connected to a network access point, that serves for 
data collection and enables them access to the Internet. The 
collected data are reduced and preprocessed, in order to map 
only those indicators to extracted features that refer to soil 
monitoring. Obviously, each data entry is supplemented with 
its date and time information. Such data then enter into data 
analysis, in which interesting patterns (also knowledge) are 
mined. The decision-making process is started based on the 
interesting patterns. The results of this process can be repre-
sented in two ways: (1) to explain unexplained data, and (2) 
to propose clues for performing actions. The former serve 
as an input to the XAI that suggests to the farmer what to 
do in a specific situation, while the latter proposes an action 
that could be performed by the agriculture controlled system 
(e.g., start to irrigate a plant for 10 min). Let us notice that 
the study is focused only on the data collection, preprocess-
ing, and data analysis. Due to the complexity of XAI, the 
last step remains a subject of the future work.

Implementing the concept of smart agriculture demands 
hardware and software components that must be integrated 
into a control system. In summary, the system in smart agri-
culture consist of the following components:

•	 Hardware unit,
•	 Data collection,
•	 Data preprocessing,
•	 TS-NARM with nature-inspired algorithms.

In the remainder of the paper, the aforementioned compo-
nents are illustrated in detail.

3.1 � Hardware unit

The hardware unit consists of sensors connected into a 
rural network, and an access point for acquiring data from 
the sensors and transmitting them to the Internet. Thus, 
the prototype hardware unit was built. Table 2 lists all the 
hardware components that were used in our solution. All 
the applicable sensors have been welded permanently to 
a simple perfboard for the sake of proof-of-concept, and 
wired to the ESP32 NodeMCU module. Standard com-
munication protocols were utilized. Figure 2 visualizes a 
collage of the individual elements.

Actually, the ESP32 NodeMCU module represents the 
heart of the system and enables processing power for the 
data collection. The data are obtained via an Adafruit 
BH1750 light intensity sensor, DHT22 air temperature and 
humidity sensor, and Soil Moisture Hygrometer sensors. 
They are transferred to the webserver in predefined time 
periods, where these are stored in a database.

3.2 � Data collection

Data from the sensors, also Sensor Data (SD), are acquired 
as a tuple:

Fig. 1   Concept of the smart agriculture

Table 2   Specification of hardware equipment

Component Function

ESP32 NodeMCU Module Microcontroller
Adafruit BH1750 Light intensity
DHT22 Air temp. and humidity
Soil Moisture Hygrometer Soil moisture

Fig. 2   A sketch photo of the used elements
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where the light, temperature, humidity, and moisture indica-
tors are obtained from the corresponding sensors.

Actually, the tuples SD are acquired in a specific time 
period that are defined by the user. Thus, it holds, the shorter 
the time period, the more detailed the acquired data. These 
are transmitted to the Internet server using a straightforward 
Python application running on the web server, pprocessing the 
HTTP requests utilizing a web.py library.

3.3 � Data preprocessing

Data preprocessing is usually one of the most critical steps 
in the whole data science process. Data preprocessing can be 
defined as a set of methods that enhance the overall quality of 
the raw data and try to enrich it (Fan et al. 2021; Fister et al. 
2022; Fister Jr. et al. 2022). Essentially, two tasks are required 
in the time series data preprocessing phase:

•	 Data reduction,
•	 Feature extraction.

The first preprocessing task enables grouping the data in time 
frames, while the second is devoted to data enrichment.

Time series TS is defined as a sequence of the collected data 
tuples SDi for i = 1,… , T:

(6)
SD = ⟨Light, Temperature,Humidity,Moisture,Date, Time⟩,

(7)TS = SD1,… , SDT ,

where T denotes the number of data tuples in time series 
(also time series size).

The lack of measured indicators prevents the TS-NARM 
to produce any specific insights. Therefore, we must enrich 
collected data by additional features reflecting a better out-
look on time-series data. Time series Frame TF is obtained 
by a data reduction ML preprocessing method, where it is 
expected that the method analyzing TF provides the same 
results as analyzing the original TS. In line with this, a set 
of indicators collected in TS:

is reduced by a set of modifiers:

In order to determine a set of compound features, a 
Cartesian product of sets MODIFIER and INDICATOR is 
calculated except for the indicators TIME and DATE. The 
results of the feature extraction is illustrated in Table 3, 
where each compound feature is represented as a con-
catenation of MODIFIER × INDICATOR denoted by a 
character ‘_’, while indicator DATE is mapped to the fea-
ture SEQUENCE and the indicator TIME to the feature 
CLASS. Thus, the modifiers are defined mathematically 
as follows:

(8)

INDICATOR

= {LIGHT , TEMPERATURE,HUMIDITY ,MOISTURE,DATE, TIME},

(9)MODIFIER = {MIN,MAX,AVG,DIF}.

Table 3   Defined features Nr. Feature Attribute domain Short description

1 AVG_TEMPERATURE NUMERIC Average temperature of data in the TF
2 MAX_TEMPERATURE NUMERIC Maximum temperature of data in the TF
3 MIN_TEMPERATURE NUMERIC Minimum temperature of data in the TF
4 DIF_TEMPERATURE NUMERIC Temperature interval of data in the TF
5 AVG_HUMIDITY NUMERIC Average humidity of data in the TF
6 MAX_HUMIDITY NUMERIC Maximum humidity of data in the TF
7 MIN_HUMIDITY NUMERIC Minimum humidity of data in the TF
8 DIF_HUMIDITY NUMERIC Humidity interval of data in the TF
9 AVG_MOISTURE NUMERIC Average moisture of data in the TF
10 MAX_MOISTURE NUMERIC Maximum moisture of data in the TF
11 MIN_MOISTURE NUMERIC Minimum moisture of data in the TF
12 DIF_MOISTURE NUMERIC Moisture interval of data in the TF
13 AVG_LIGHT NUMERIC Average light of data in the TF
14 MAX_LIGHT NUMERIC Maximum light of data in the TF
15 MIN_LIGHT NUMERIC Minimum light of data in the TF
16 DIF_LIGHT NUMERIC Light interval of data in the TF
17 SEQUENCE NUMERIC Time series sequence
18 CLASS NUMERIC Class of the time series
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where SDi.INDICATOR for i = 1,… , T  specifies particular 
indicator collected by i-th frame of the specific TS. While 
the definition of the first three modifiers is self-explanatory, 
the modifier DIF_INDICATOR is expressed as an differ-
ence of the indicator measured at the end and the beginning 
the time period and thus highlights a variance of the values 
within the TS. The feature SEQUENCE is calculated such 
that the starting date is attached to value SEQUENCE = 0 , 
and then the value is incremented by one for each next date. 
The indicator TIME in the form hh : mm : ss is mapped firstly 
to a timestamp timestamp as:

and then to the proper feature CLASS according to the fol-
lowing equation:

where K denotes the number of time intervals, into which 
the 24-hour period (i.e., 86,400 sec) is divided. The selec-
tion of the proper value of K is crucial for the results of the 
optimization.

In summary, the time series database D of dimension 
N ×M , where N denotes the number of transactions in the 
database, and M is the number of features, where each trans-
action is defined as a sequence of the features defined in 
Table 3.

3.4 � Time series ARM with NI‑algorithms

The purpose of this section is to present the mathematical 
foundations of TS-NARM and the necessary modifications 
that must be applied to nature-inspired algorithms for imple-
menting TS-NARM. In our study, the following nature-
inspired algorithms are applied:

•	 Differential Evolution (DE) (Storn and Price 1997),
•	 Genetic Algorithm (GA) (Goldberg 2013),
•	 Particle Swarm Optimization (PSO) (Kennedy and Eber-

hart 1995),

(10)

MIN_INDICATOR = min
i=1,…,T

SD
i
.INDICATOR,

MAX_INDICATOR = max
i=1,…,T

SD
i
.INDICATOR,

AVG_INDICATOR =
1

T

T∑
i=1

SD
i
.INDICATOR,

DIF_INDICATOR =
1

2
(SD

T
.INDICATOR + SD

1
.INDICATOR),

(11)timestamp = hh ∗ 3600 + mm ∗ 60 + ss,

(12)CLASS =

⌊
timestamp

86400
⋅ K

⌋
+ 1,

•	 Success-history based adaptive differential evolution 
using linear population size reduction (LSHADE) (Tan-
abe and Fukunaga 2014),

•	 self-adaptive differential evolution (jDE) (Brest et al. 
2006).

Actually, two components of nature-inspired algorithms 
need to be modified by implementation of the TS-NARM, 
i.e., representation of solutions and fitness function. Let us 
mention that the implementations of the original aforemen-
tioned algorithms are taken from NiaPy library.

3.5 � Time series ARM

TS-NARM is a new paradigm, which treats a transaction 
database as a time series data. In line with this, the for-
mal definition of the NARM problem needs to be redefined. 
In the TS-NARM, the association rule is defined as an 
implication:

where X(Δt) ⊂ O , Y(Δt) ⊂ O , and X(Δt) ∩ Y(Δt) = � . The 
variable Δt = [t1, t2] determines the sequence of the transac-
tions arisen within the interval t1 and t2 , where t1 denotes the 
start and t2 the end time of the observation. The measures of 
support and confidence are redefined as follows:

where conft(X(Δt) ⟹ Y(Δt)) ≥ Cmax and suppt(X(Δt)
⟹ Y(Δt)) ≥ S

max
 denotes the confidence and support of 

the association rule X(Δt) ⟹ Y(Δt) within the same time 
interval Δt.

Let us highlight Eq. (15) with the following example: Let 
us assume the itemset is given as follows:

and the transaction database captures features of passed 
5 days, where each day is divided into 24 classes (i.e., 
total 120 transactions). If 2 matches in temperatures 
between 18◦C and are 20◦C are found in 5 days within the 
specified time interval [12, 14], the itemset has support 
supp([12, 14]) =

2

5
= 0.4.

The other aforementioned NARM measures (i.e., inclu-
sion and amplitude) are independent on time and, conse-
quently, they are employed in their original form.

(13)X(Δt) ⟹ Y(Δt),

(14)conft(X(Δt) ⟹ Y(Δt)) =
n(X(Δt) ∩ Y(Δt))

n(X(Δt))
,

(15)suppt(X(Δt) ⟹ Y(Δt)) =
n(X(Δt) ∩ Y(Δt))

N(Δt)
,

X([12, 14]) ={MIN_TEMPERATURE_18,

MAX_TEMPERATURE_20},
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3.5.1 � Representation of solutions

The individuals in the nature-inspired algorithms x(t)
i

 for 
i = 1,… ,Np are encoded as a real-valued vector (genotype):

where each element x(g)
i,j

 for j = 1,… , 16 determines four 
quadruples determining the compound features Feat(g)

k
 for 

k = 1,… , 4 into the transaction database, Δti denotes the i-th 
time interval, Cpi the cutting point, and g is the generation 
number. Thus, each numerical feature Feat(g)

�j
 consists of four 

real-valued elements decoded (phenotype) as:

where permutation Π = (�1,… ,�m) served for modifying 
the position of the feature within the association rules. Tech-
nically, all first elements denoting the corresponding features 
are sorted in descendent order:

while their ordinal values determine their position in the 
permutation.

The two middle elements within quadruple encode 
a real-valued interval of feasible values [lb(g)�j

, ub
(g)
�j
] 

expressed as:

and

where Lb�j and Ub�j denote the lower and the upper values 
of the particular feature as found in the transaction 
database.

(16)
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The threshold value denotes the presence or absence of 
the feature Feat(g)

�j
 in the observed association rule accord-

ing to the following equation:

where rand(0, 1) draws a value from uniform distribution in 
interval [0, 1].

The time interval Δt is calculated according to the fol-
lowing expression:

where K denotes the number of classes.
As the last element, the so-called cutting point is added to 

each vector that distinguishes the antecedent of the rule from 
the consequent ones. The cutting point Cp is expressed as:

where Cpi ∈ [1, 3].
Finally, the results of this so-called genotype-phenotype 

mapping, where the values encoded into genotype are 
decoded into phenotype, is association rule X ⟹ Y  con-
sisting of antecedent X and consequent Y separated by an 
implication sign positioned at the point determined by the 
variable Cp.

3.5.2 � Definition of the fitness function

We tailored the fitness function presented in (Fister et al. 
2018) to deal with time series data as follows:

where � , � , � , and � denote weights of the support, the con-
fidence, the inclusion, and the amplitude of the association 
rule X ⇒ Y  decoded from the vector x(t)

i
.

4 � Results

The goal of the experimental study was two-fold: (1) to ana-
lyse a behavior of the system in smart agriculture, and (2) 
to show that the nature-inspired algorithms for TS-NARM 
can be applied in smart agriculture. In line with this, an 
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experimental environment was established as illustrated in 
the last section, which enable creating a transaction data-
base. Then, the nature-inspired algorithms for TS-NARM 
were applied to searching for hidden relationships between 
features in the transaction database.

Two experiments were conducted in order to justify our 
hypotheses:

•	 Analysis of a behavior of the system in smart agriculture,
•	 Comparative study of five nature-inspired algorithms for 

TS-NARM.

In the remainder of the paper, the experimental setup is 
reviewed, then the algorithm configurations are discussed, 
and finally, the results of the aforementioned experiments 
are illustrated.

4.1 � Experimental setup

For the purpose of our study, Aloe Vera plant served as a 
plant for simulation of our smart agriculture concept. As can 
be seen at the Fig 3, a rural network is built using sensors 
connected directly to the ESP32 NodeMCU control process 
unit. The unit is powered by a power bank of 20000 mAh 
capacity.

Three sensors for light, air temperature and humidity, and 
moisture sense land characteristics and transmit sensor data 
in approximately 5 sec intervals. The sensor data form time 
series of duration 1 h. This means, that each time frame (also 
transactions) bears characteristics of 12 ∕min×60 min = 720 
sensor data, in other words T = 720.

In summary, the transaction database contains data 
accumulated in 14 days. Consequently, it consists of 
14 × 24 = 336 different transactions.

4.2 � Algorithm configurations

In our study, five nature-inspired algorithms were applied as 
follows: PSO, GA, jDE, DE and LSHADE. Thus, all imple-
mentations of algorithms were taken from the NiaPy library, 
where default parameters were taken from NiaPy examples 
(Vrbančič et al. 2018) (Table 4). The number of function 
evaluations for all algorithms was set to MaxFEs = 50, 000 
and all algorithms had the population size of 200. We per-
formed ten independent runs for each algorithm in test.

4.3 � Analysis of a behavior of the system in smart 
agriculture

The system presents a cost-effective solution in smart agri-
culture that supports: data acquiring, data collection, and 
data preprocessing. Therefore, the purpose of the test was to 
analyse how the system behaves in the sense of the following 
system’s performance metrics:

•	 Accuracy,
•	 Reliability,
•	 Robustness,
•	 Scalability.

The system performance metrics are defined as follows: The 
System Accuracy (SA) reflects a measurement accuracy of 
the entire system based on four components (sensors) that 
represent potential sources of errors. The components are 
listed as illustrated in Table 5.

The SA metric is calculated as follows:

Fig. 3   Experimental environment

Table 4   Parameter setting of the nature-inspired algorithms

Algorithm Parameter setting

PSO c
1
= 0.1 , c

2
= 0.1 , w = 0.8

GA pm = 0.01 , pc = 0.8

jDE F(0) = 0.5 , CR(0) = 0.9 , � = 0.1

DE F = 0.5 . CR = 0.9

LSHADE NPmax = 18 ⋅ NP , NPmin = 4 ⋅ NP

H = 5 , p = 0.1 , rarc = 2

Table 5   Identified variables affecting the calculation

Nr Sensor Range Accuracy Unit

1 Light [0,100K] ±20% lux
2 Temperature [− 40,80] ±0.5 ◦C ◦C
3 Humidity [0,100] 2 − 5% RH
4 Moisture [0,2300] 20% %MC
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where the Absolute Accuracy AAi for i = 1,… , 4 is 
expressed as Accuracyi

Δi

 . Thus, the variable Accuracyi is pre-
sented in Table 5, while the variable Δi represents a measur-
ing range.

According to (McConnell 2004), reliability is defined as 
”The ability of a system to perform its requested functions 
under stated conditions whenever required.”. The metric 
is connected with Mean Time Between Failures metric, 
expressed as:

where the variable uptime denotes the system up-time, and 
the number_of_breakdowns refers to the number of system 
breakdowns. The reliability metric Rel maps the MTBF to 
the interval [0, 1] using the following equation:

Robustness is defined by the same author (McConnell 2004) 
as ”The degree to which a system continues to function in 
the presence of invalid inputs or stressful environmental 
conditions.”. The robustness metric R(xi, S) is calculated 
for specific system design consisting of components {xi} for 
i = 1,… , n undergo the set of scenarios (i.e., different envi-
ronmental conditions) S = s1, ..., sn.

(21)SA =

√√√√ 4∑
i=1

AA2
i
= ±0.2062,

(22)MTBF =
uptime

number_of_breakdowns
,

(23)Rel =
MTBF

uptime
.

Scalability means the ability of the system to adjust to an 
increasing load. Here, we are interested in how the system 
accommodates greater demands by adding more hardware 
resources. In the lack of hardware components, no particular 
metric is devised for this feature in the study. However, this 
issue is treated in more detail in a discussion section later 
in the paper.

Indeed, the test comprises of evaluating three system 
components: hardware unit (data acquiring), data collection, 
and preprocessing. In line with this, the system underwent to 
continuous operating in duration of 14 days (Table 6). Thus, 
the acquired data from sensors are collected approximately 
each 5 seconds. In total, the system transmitted 233,980 
records onto the web.

The results of data collection are depicted in Table 7, from 
which it can be seen time series consisting of eight sensor 
data records acquired in 15.9.2022 starting at 00:00:04 AM. 
Each record consists of indicators obtained by light, tem-
perature, humidity, and moisture sensors. The BH1750 light 
sensor provides 16-bit light measurements in lux, and meas-
ures light from 0 (night) to 100K lux (day). Temperature 
sensor senses temperature in range −40◦C to 80◦C . Humid-
ity measuring range is in interval 0% RH to 100% RH with 
measurement accuracy of ±2% RH. Soil moisture is detected 
by a simple water sensor, while the moisture values ranging 
from 0 to 2300. The moisture sensor’s loose accuracy is due 
to the differences in wet/dry responses, namely if the sensor 
is dry and water level is rising, this is to be counted as a dry 
response. Vice versa, if water level is dropping, the sensor 
still remains wet to a certain degree above the water level, 
which lowers its accuracy. Data and time values are added 
by the web server.

As can be seen from Table 7, all data were obtained from 
measuring point number 1 during the night due to value 0 
measured by light sensor. The values from other sensors 
remained almost constantly, while the variances of their val-
ues could be ascribed to the measurement accuracy of the 
particular sensor.

Due to the big number of features obtained as a result of 
preprocessing, the illustration of the transactions saved into 
transaction database is omitted in the paper. Instead of this, 

Table 6   Data collection statistics

Attribute Value

Nr. of collected records 233,980
Start of collecting data 2022-09-15, 00:00:04
End of collecting data 2022-09-28,23:59:57
Collecting time period Approximately every 5 s
Average records/day 16,712

Table 7   Time series data MP Light Temperature Humidity Moisture Date Time

n1 0 24.70 57.90 1995 2022-09-15 00:00:04
n1 0 24.70 58.00 1991 2022-09-15 00:00:09
n1 0 24.70 58.20 1994 2022-09-15 00:00:14
n1 0 24.60 58.00 1993 2022-09-15 00:00:19
n1 0 24.60 58.00 1986 2022-09-15 00:00:25
n1 0 24.60 58.00 1991 2022-09-15 00:00:30
n1 0 24.60 58.00 1995 2022-09-15 00:00:35
n1 0 24.60 58.20 1993 2022-09-15 00:00:40
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the statistics of the preprocessed transactions is summarized 
in Table 8, from which it can be seen that 336 transactions 
(time frames) emerged as a result of preprocessing.

4.4 � Comparative study

The experiments were focused on evaluating the proposed 
nature-inspired algorithms for TS-NARM according to the 
standard ARM measures. The algorithms in the comparative 
study used parameter settings as illustrated in Table 4. The 
results of the experiments are illustrated in Table 9 depicting 
the achieved values according to four measures (i.e., support, 
confidence, inclusion, and amplitude), and average lengths of 
corresponding antecedent and consequent per each observed 
algorithm. Columns ’Numrules’ and ’Intervals’ are added to 
the table and denote the number of mined rules and the per-
centage of intervals covered by the rule, respectively.

Interestingly, the best results according to support and con-
fidence are distinguished by the DE, while the best results 
according to inclusion are achieved by the jDE, and accord-
ing to amplitude by the PSO. The longer length of features in 
antecedent and consequent are mined by the jDE and PSO, 
respectively, where the length of both measures overcome the 
value of 3 attributes per antecedent/consequent. The maxi-
mum number of rules were mined by the PSO (i.e., 11, 911), 

while the minimum by the GA (only 205). As a matter of fact, 
all algorithms excellent cover the intervals in the rules.

The results are compared also using Wicoxon 2-paired 
non-parametric statistical tests with confidence level 
� = 0.01 . Thus, each classifier was composed by the results 
according to the fitness value, support and confidence 
ARM measures obtained for each algorithm in 10 runs. 
As a result, the classifier of size 30 was obtained (i.e., 
10 × 3 = 30 ) that enters into the Wilcoxon tests. Moreover, 
to the results of these tests also metric mined rules per 
second is calculated as the ratio of the average run time in 
seconds and the average number of mined rules.

The results of the comparative study, where the best 
results are bold, are illustrated in Table 10, from this, the 
results of the 2-paired tests are presented as a matrix of algo-
rithms entered into the Wilcoxon tests. When the results of 
the two algorithms are significantly different (i.e., p < 0.01 ), 
the corresponding pair is denoted with the symbol 3’✓ ’ in 
the matrix. The symbol ’ ∞ ’ denotes that the same algorithm 
cannot be entered into the test.

The Wilcoxon tests revealed that the results of the GA are 
significantly different (i.e., worse) from the results of all the 
other algorithms in the study. Interestingly, the other algo-
rithms did not differ significantly, except the results of the 
original DE are significantly worse than the results of the jDE.

According to the average run time, the results showed that 
the lSHADE was the most expensive. On the other hand, this 
algorithm, together with the PSO, outperforms the results of 
the other algorithms according to the average number of mined 
association rules per second because both algorithms mined 
more than eight association rules per second.

Table 8   Data preprocessing statistics

Total records in transaction database 336
Total number of features 18
Type of features numeric

Table 9   Rules found by the 
different algorithms

The best results are shown in bold

Algorithm Measures Lengths Numrules Intervals

Supp Conf Incl Ampl Antlen Conlen

PSO 0.62 0.77 0.38 0.61 2.89 3.19 11,911 100%
GE 0.19 0.62 0.3 0.52 2.58 2.28 205 96%
jDE 0.53 0.88 0.41 0.35 3.80 2.83 886 100%
DE 0.63 0.91 0.33 0.40 3.73 1.54 7891 100%
lSHADE 0.48 0.88 0.38 0.57 3.59 2.53 10,862 88%

Table 10   Results of the 
Wilcoxon 2-paired non-
parametric test with significant 
level� = 0.05

The best results are shown in bold

Alg PSO GA jDE DE lSHADE Avg.runtime [sec] Rules/sec

PSO ∞ ✓ 1,263.78 9.42
GA ✓ ∞ ✓ ✓ ✓ 1,246.90 0.16
jDE ✓ ∞ ✓ 1,249.42 0.71
DE ✓ ✓ ∞ 1,263.39 6.25
lSHADE ✓ ∞ 1,270.53 8.55
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4.5 � Time complexity

A time complexity analysis of the nature-inspired algorithms 
is a challenging task because they are too general, while the 
analysis is focused on the specific optimization algorithm by 
solving the specific problem. The nature-inspired algorithms 
can be adapted to solve more problems easily without expert 
knowledge of the problem’s domain. On the other hand, the 
problem-specific algorithms run correctly (i.e., they can find 
the optimal solution in each run) and efficiently (i.e., less 
time complexity) by solving the specific problem.

When the nature-inspired algorithms are analyzed from 
the algorithm’s theory, we are interested in identifying the 
upper bound of their time complexity and their lower bound 
of solution quality. Indeed, they are stochastic according to 
their nature, and consequently, they are analyzed as rand-
omized algorithms in computer science. Typically, these are 
analyzed using (Jansen 2015):

•	 Approaches based on the Markov chain,
•	 Schema theorem,
•	 Run-time analysis.

The run-time analysis adopts the nature-inspired algorithms 
from two perspectives: (1) an algorithm’s correctness and 
(2) an average-case behavior. The average-case behavior is 
strongly connected with the termination condition of the 
specific nature-inspired algorithm. Our study considers the 
maximum number of fitness function evaluations, while its 
correct value is determined using the convergence graph 
analysis.

5 � Discussion, conclusions and further 
research

The following conclusions can be obtained according to the 
results of the first test: The result SA = 0.2062 reveals that 
the system accuracy is around ±20% . However, the moisture 
sensor presents the weakest part of the system, while its 
accuracy is reported as ≤ 20% , which is typical for this kind 
of sensor. Although the applied sensor is low-cost, the 
acquired data are accurate, mainly because errors can be 
compensated by averaging values of the considerable num-
ber of measurements. In general, the conducted test showed 
that the system is fully reliable that is shown calculating the 
metrics MTBF =

14⋅24⋅60

1
= 20, 160 and Rel = 20,160

20,160
= 1 . 

This means the system operated continuously over the 
observed 14 days without system breakdown. It underwent 
different weather conditions (e.g., stormy, rainy, sunny, etc.) 

and more day-night cycles during this period. In each of 
these scenarios, the system acquires data typically and accu-
rately. This fact justifies the robustness of the system. 
Finally, the system is scalable as well because the ESP32 
sensors can be organized into independent modules (ele-
ments), which severely boosts its scalability. For instance, 
such independent modules can be planted in intervals across 
fields to cover large agricultural areas. Standard communica-
tion protocols, such as GPRS, ethernet, or wifi, dependent 
on the area’s scale, can be utilized to ensure the convergence 
of diversified data into a central database.

The following conclusions may summarize the results of 
the second test carried out: The DE is excellent in search-
ing for rules, where there exist good relationships between 
features regarding either other feature or the total number 
of transactions, respectively. The best use of the number of 
features in antecedent and consequent is identified by the GA, 
while the best covering of the numeric intervals is achieved 
by the PSO. On the other hand, the GA discovered the less 
number of association rules comparing with the other algo-
rithm in test. Indeed, the highest number of rules is mined 
by the PSO. Consequently, the higher the number of mined 
rules, the better support and confidence, and contrary, the 
smaller the number of mined rules, the richer the association 
rules in the sense of the number of features in antecedent and 
consequent.

However, there are also several bottlenecks that were 
found when running experiments. All blockages are sum-
marized as follows:

•	 Some intervals are occasionally omitted, and after the 
run, there are no rules linked to a specific interval.

•	 Sometimes algorithms identify a rule with very high fit-
ness, consequently, the algorithm falls within the local 
optimum, and after that, it is tough to find good rules in 
the other intervals.

•	 After the initial experiments, we found that it is essen-
tially to ensure more evaluations since they ensure that 
we find rules in different intervals.

In the future, it would be necessary to find a better local 
search or switch between different intervals to capture as 
much association rules as possible. It is recommended that a 
new metric being added to the fitness function, which would 
also control how much of the intervals are covered in the 
final results. Finally, we will explore extending/enhancing 
our work by incorporating high utility with frequent pattern 
mining (Fournier-Viger et al. 2016), Fournier-Viger et al. 
(2020) to get more relevant rules for use in the real world.
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